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Automated Feature Engineering on 
Relational Data and Time Series



Feature engineering is an expensive process 

Manual Work



This is how you spend 90% of your time



getML automates that using relational learning

Feature Learning



Propositionalization

Multi-Relational Decision Trees 

Relational Boosting

An introduction to
automated feature 
engineering



Propositionalization
Feature engineering by brute force

AVG( t2.col_1 )  AS feature_1
FROM POPULATION_TABLE t1
LEFT JOIN TRANSACTIONS t2
ON t1.customer_id = t2.customer_id
GROUP BY t2.customer_id;

SUM( t2.col_1 )  AS feature_2
FROM POPULATION_TABLE t1
LEFT JOIN TRANSACTIONS t2
ON t1.customer_id = t2.customer_id
GROUP BY t2.customer_id;



Propositionalization

CON

• Feature explosion

• Hard to implement efficiently

• Does not capture complex relationships

• Many garbage features

PRO

• Simple, interpretable features, similar to 
manual features

• Easy to implement

• Many implementations 
(featuretools, tsfresh, H2O, XPanse 
Analytics, dot.data, getML, …)



Propositionalization is hard to implement efficiently

Our custom-built database 
engine is 34x to 179x faster 
than implementations based 
on pandas.

getML FastProp

https://getml.com/blog/article/introducing-fast-prop-the-fastest-approach-to-propositionalization



MRTDL
Multi-Relational Decision Tree Learning

SUM( t2.col_1 ) AS feature_1
FROM POPULATION_TABLE t1
LEFT JOIN TRANSACTIONS t2
ON t1.customer_id = t2.customer_id
WHERE t1.reference_date − t2.transaction_date <= 90.0 

AND   t2.transaction_type IN ('sala', 'rent', 'cc')
GROUP BY t2.customer_id;



MRTDL
The algorithm



MRTDL
Multi-Relational Decision Tree Learning

CON

• Feature explosion

• Hard to implement efficiently

• Information might be lost due to 
greediness

PRO

• Captures more complex relationships

• Features still reasonably close to 
manual features



Feature explosion is an underestimated problem

Problem:
The feature space grows quadratically with the number of columns.
This also affects manual feature engineering.

SOME_AGGREGATION( some_column )
FROM SOME_TABLE t1
LEFT JOIN SOME_OTHER_TABLE t2
ON t1.join_key = t2.join_key
WHERE some_condition BASED ON some_other_column
GROUP BY t2.join_key;



Relboost: Aggregate learnable weights

Solution:
The feature space grows linearly with the number of columns.

SOME_AGGREGATION( 
  CASE WHEN some_condition THEN some_weight
  CASE WHEN some_other_condition THEN some_other_weight
) FROM SOME_TABLE t1
LEFT JOIN SOME_OTHER_TABLE t2
ON t1.join_key = t2.join_key
GROUP BY t2.join_key;



Relboost
The algorithm



Relboost

CON

• Does not allow for more complex 
aggregation (COUNT DISTINCT, 
MEDIAN, …)

• Harder to interpret

PRO

• No feature explosion

• Can build any number of features

• Builds on state-of-the-art machine 
learning paradigms



Relboost performs best on complex data sets

https://nbviewer.getml.com/github/getml/getml-demo/blob/master/cora.ipynb

https://nbviewer.getml.com/github/getml/getml-demo/blob/master/movie_lens.ipynb

Number of columns Accuracy: FastProp Accuracy: Relboost

CORA 2 89.9% 89.9%

MOVIELENS 13 77.8% 81.6%

https://nbviewer.getml.com/github/getml/getml-demo/blob/master/cora.ipynb
https://nbviewer.getml.com/github/getml/getml-demo/blob/master/movie_lens.ipynb


Demo notebook
https://notebooks.getml.com/github/getml/getml-demo/blob/
master/adventure_works.ipynb

Data set
Microsoft - AdventureWorks 
github.com/microsoft/sql-server-samples 

Live demo
Customer Churn 
Prediction



Thank you!
Dr. Patrick Urbanke • patrick@getml.com
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ML framework
for relational learning

Web-hosted live demo  -  https://demo.getml.com/

More notebooks & benchmarks -  https://github.com/getml/getml-demo/

https://demo.getml.com
https://demo.getml.com
https://github.com/getml/getml-demo


Step 1: Get the data



Step 2: Assign roles



Step 3: Define training and testing sets



Step 4: Define the data model



Step 4: Define the data model



Step 5: Define the pipeline



Step 6: Fit the pipeline



Step 7: Evaluate your results



Step 8: Study your features



Step 8: Study your features



Step 8: Study your features


